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Abstract: Industrial automation in the manufacturing environment has revolutionized production
and manufacturing in many industries, generating significant improvements in efficiency, quality,
and process effectiveness. However, it has also posed challenges related to feedback in manufacturing
environment monitoring systems, and increasing the effectiveness, productivity, and quality in indus-
trial production. Feedback systems in the manufacturing environment are fundamental to industrial
automation, which is why an application has been developed for the detection of elements in a printed
circuit board manufacturing cell. The solution presented in this article proposes implementing a
continuous feedback system with the ability to provide real-time information to identify the location
of elements in a manufacturing cell and potentially detect anomalies, with the goal of improving the
manufacturing process appropriately.

Keywords: anomaly identification; feedback systems; industrial automation; manufacturing cell;
manufacturing process

1. Introduction

The Fourth Industrial Revolution (4IR) was coined by the World Economic Forum in
2016 in order to raise global income levels, thus improving life quality for the worldwide
population [1]. In a strict sense, there are still remaining doubts about what exactly the
4IR means in terms of scope and impact in technology development. The first industrial
revolution (1784) yielded the use of steam to move mechanical equipment. Then, the second
(1870) and third ones (1969) developed work division/mass production and automated pro-
duction, respectively. Finally, the named 4IR was originated based on internet employment
and connectivity [2,3]. However, COVID-19 opened a whole spectrum of opportunities
ranging from remote medical consulting to digital manufacturing (DM).

The global printed circuit board (PCB) manufacturing industry experienced a reduc-
tion in 2023 due the imbalances that resulted from the COVID-19 pandemic, and will
currently grow by up to about 6.3%. In addition, a reported prediction suggests a market
growth of about 12.5% for Flexi boards around 2031 [4]. Since China is the main PCB
producer, due to the abundance of raw materials and advanced manufacturing technology,
it points to opportunities to develop competitive technology for this market [5]. In that
sense, the planning of this kind of project requires modern techniques that could help to
evaluate them at early stages of new technology adaptation, or in terms of productivity.
This suggests that the new paradigm, the DM, can be useful to help investors, researchers,
and students to make better decisions; some examples are in references [6-8].

The DM involves several concepts and fancy automation techniques. One such tech-
nique is artificial intelligence (AI), which permits computers to simulate human behavior
(intelligence and capacity) [9,10]. An interesting branch of Al is computer vision (CV), be-
cause it is able to provide recommendations, which distinguishes it from image recognition
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tasks [9]. Thus, providing crucial information thorough detailed image analysis for the
decision-making process within manufacturing operations is the cornerstone of the CV
technique. In addition, the employment of sophisticated algorithms will enable the system
to learn and optimize operations related to decision making.

Image analysis through algorithms was employed by Yasnyy-Boyko [11] to process
images within a reconfigurable device. The above was attained by means of the Xilinx and
Vivado tools, then the HW was designed through the C/C + + language. However, due
technical limitations in the development plate, it will be changed to obtain better results. In
contrast, Reis et al. [12] employed the Yolov8 model to detect 40 different classes of flying
objects, and their results suggests that model mean average precision reached 99%. Thus,
the authors obtained results within the state of the art.

Bazame et al. [13] employed CV and an object detection system (YOLOv3-tiny) to
detect, classify, and map coffee fruits during their harvesting. In this work, the authors
recorded 90 videos at the discharge conveyor of arabica coffee (Catuai 144) on a Brazilian
farm during 2020. The model peaked at the 3300th iteration when an 800 x 800 pixel image
resolution was reached. Their results reached precisions of about 86%, 85%, and 80% for
unripe, ripe, and overripe coffee fruits, respectively. Thus, this work could incentivize
studies into the precision agriculture field and attributive mapping as well. A similar work
was published by Chang and Huang [14], reaching efficiencies of around 95.2% after they
analyzed 452 images on average per sample type.

Defect detection through the Yolov8 algorithm and CV in manufacturing was em-
ployed by Liu and co-workers [15]. The above was a complementary technique to automatic
detection methods such as eddy current, infrared, and magnetic flux leakage, since such
techniques have some environmental limitations. Their results depict a generalized en-
hancement in the operation, since the precision increases from 98.1% to 99.3%. Another
work related to CV for manufacturing processes is presented in reference [16], where
promising results open a wide range of possibilities for DM.

Abdullah and co-workers [17] implemented a CV-based robotic arm for object color,
shape, and size detection, by using the image analysis procedure with the PixyCMU camera
sensor to distinguish multiple objects according to their colors, which, in their work, were
red, yellow, and green. After 10 repetitions, an average accuracy of 80% was obtained,
with the red-colored one having the highest accuracy (90%) when compared to the other
two. However, the accuracy of the color detection was influenced by changes in lighting
conditions and the object distance. Finally, the authors reported an accuracy of 100% for
shape detection characteristics (circle, triangle, and rectangle, to mention few).

Du et al. [18], published a work related to stereo vision-based object recognition by
means of convolutional neural network (R-CNN). Their results suggest that R-CNN was
able to recognize triangle blocks with 100% for accuracy, recall, and precision. On the other
hand, a precision of about 96.88% in identifying square blocks was obtained, while 100%
and 98.44% for recall and accuracy were obtained, respectively. Similarly, Renterfa-Vidales
[19] reported the application of a CNN for stereo vision. In that sense, the authors proposed
the new ModuleNet model for stereoscopic vision, showing that, both qualitatively and
quantitatively, they performed the Census-Hamming approach.

The manufacturing processes yield challenges when the operations do not obtain
the planned results due to unforeseen factors. In that sense, Son et al. [20] proposed
a digital twin (DT)-based cyber-physical system for automotive body production lines.
The DT developed was designed to predict if a certain model of automotive body can be
manufactured within a required schedule for a customer by considering abnormal scenario
occurrence. The results suggest that an average prediction performance of 96.83% can be
obtained for the actual production plan that includes the product, process, plan, plant,
and resource information model. Previously, Icarte-Ahumada [21] proposed a DT for the
supply chain in different scenarios.

As mentioned before, the 4IR relies on DT for the development of the DM, which
can help to prevent unforeseen events. Also, DT can be usefully employed to scale plan
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manufacturing activities that can be extrapolated to a productive process. In that sense,
the aim of this work is to present a scaled manufacturing system for PCBs that includes
CV technology to process images, thus achieving process segmentation in images of a
PBC scaled manufacturing system. The plan for the above is to build a DM scaled system
that can be used to predict, plan, and actualize a complete manufacturing plant for the
components mentioned before.

Different types of manufacturing cells, especially those involving human interaction
for tasks such as adding or removing supplies, adjusting elements, or simply interacting
with the cell, can experience changes in element positions, omissions of necessary com-
ponents, or the introduction of foreign objects. These variations can adversely affect the
proper functioning of the cell, particularly the robotic arms responsible for transporting
boards between machines, inspection points, and cleaning stations in the case study. Imple-
menting an image processing system that identifies elements within the manufacturing cell
provides advance information on the presence and position of essential components for
proper operation. This enables the adjustment of processes executed by the manufacturing
cell, particularly the actions of the robotic arms. For example, if an element required for a
preprogrammed action is missing, the system can omit that action and perform only those
tasks that are feasible based on the detected elements. Similarly, if a variation in the position
or orientation of a component is detected, the system will adjust the robot’s movements to
perform the task correctly. This approach is not only applicable to PCB manufacturing cells
but also to any type of cell requiring flexibility in response to variability in the conditions
of its elements.

This article is divided into several sections. In Section 2, we describe the materials
and methods used for element detection in a printed circuit board manufacturing cell. In
Section 3, we present the results. Section 4 discusses element detection in a printed circuit
board manufacturing cell. In Section 5, we present the conclusion. Finally, we list the
references that support this work.

2. Materials and Methods

The detection and classification of elements in the manufacturing cell of printed circuit
boards require an artificial vision application that consists of identifying the elements
found by cameras that are in constant continuous feedback at runtime, sending the image
processing information captured by the machine vision system to the continuous feedback
system, which will be giving an interpretation of real-world objects to the observer who
requires additional control measures for the effective operation of the system. The following
materials are used (see Table 1) for the process described in Figure 1. The general approach
to neural network implementation is using YOLOVS as the training model and conducting
tests through the Postman APL

(a)

Video import (b)

= Neural network training
ﬁ Implementation of |Configuration of the d
the YOLOV8 model | YOLOV8 model (c) (d)

Import of the Image display
lenerated neuron Mountain
g ——

Image sequence Image
‘segmentation

el -~ [

Element labeling Download
dataset.zip

an=

Figure 1. General proposal for the implementation of the neural network. In (a), a precise system

best.pt |

of labeling the input items is established. In (b), a workflow is designed to train the network with
labeled data. In (c), once the network has been trained with YOLOVS, it is validated. Finally, in (d),
extensive testing is performed on the neural network.



Appl. Sci. 2024, 14, 5679

4of 15

Executing the overall approach at each step may require considerable time and com-

plexity. And is summarized in the following four essential steps: labeling of items, training,
validation, and testing of the neural network:

1.

Labeling of items: In this initial phase, a precise system of labeling the input items is
established. A coherent and detailed label structure is designed to accurately identify
and classify the objects of interest in the input data.

Neural network training: The neural network architecture is based on the YOLOv8
model, known for its high efficiency in detecting objects in images and videos. The
YOLOVS architecture is configured and a workflow is designed to train the network
with labeled data. During this process, the weights and parameters of the network
are adjusted to optimize its detection and classification capabilities.

Neural network validation: Once the network has been trained with YOLOVS, it is
validated. A validation system is designed that includes specific evaluation metrics to
measure the performance of the network in object detection. The network is verified
to meet the expected accuracy and performance specifications.

Neural network testing: Finally, extensive testing is performed using the Postman
APL. Test stages are designed to simulate various real-world conditions. The Postman
API will facilitate test automation and the generation of detailed reports on the
performance of the network in different situations.

Table 1. Description of materials used.

Name Description Value

Dataset: study zone

PCB manufacturing cell, CIDESI, Querétaro, 900 frames
Qro., México

RoboFlow [22]

Python [23]

Google Colab [24]

Ultralytics [25]

YOLOVS [26]

OpenCV [27]

Lambda server [28]

Google Chrome [29]

Visual Studio Code [30]

The image labeling platform requires a dataset con-
taining test, training, and validation images. And a
list of tags, Roboflow Inc., Des Moines, lowa, EE.UU
Programming language for the validation of neu-
ral network, Python Software Foundation, Wilming-
ton, Delaware, EE.UU

Develop the program in Python language for training
and validation of neural networks, Mountain View,
CA,EEUU

Build, train, and deploy computer vision and deep
learning models using the YOLOv8 model, Ultralytics
Inc., Madrid, Spain

Run-time object detection and segmentation model
using image processing and computer vision, Ultra-
lytics Inc., Madrid, Spain

Open-source computer vision library using image
processing and computer vision, Intel Corporation,
Santa Clara, California, EE.UU

Workstation to process, store, and manipulate the
data that will lead to the creation of the neural net-
work, with NVIDIA GPU, CUDA, Tensor, Ubuntu
22.04.4 LTS S.O, Lambda Inc., San Jose, CA, EE.UU
Web browser developed by Google used to visualize
the resulting image, Mountain View, CA, EE.UU
Free version, integrated development environment
for software creation, Redmond, Washington, EE.UU

dataset.zip,

2024 version

3.8 version

2024 version

8.0.173 version

n-seg version

4.8.0.74 version

RTX4090,
16,384 CUDA

125.0.x version

1.89.1 version

The application of this machine vision system is divided into three zones of the

manufacturing cells (zones “A, B, and C”), and each zone is monitored by a camera with
the machine vision system (see Figure 2). That will allow us to identify and classify the
elements found by the system according to the images that were used during pre-processing
of images for the detection of the elements.
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Figure 2. Overview of the manufacturing zones. (A) Illustrates inspection “A” zone. (B) Illustrates
inspection “B” zone. (C) Illustrates inspection “C” zone. From these zones, images are obtained to
train, test, and verify the effectiveness and accuracy of the implemented YOLOv8 model.

In addition, for each area of the PCB manufacturing process, a model was trained for
detecting the elements that needed to be identified, so to validate the efficiency and accuracy
of image processing for each zone, tests were conducted to verify the effectiveness of the
implemented YOLOv8 model in computer vision of the manufacturing environment. Next,
in Figure 3, the industrial design of the “A” zone by which the manufacturing cell is formed
is best presented, where tests will be carried out in a simulation environment that faithfully
reproduces the conditions and variables of the actual environment of the manufacturing
cell. This ranges from machine layout to material flow, cycle times, and other key parame-
ters. The simulated stage will be essential to evaluate and improve production processes,
enabling more accurate and efficient decision making in manufacturing management.

Figure 3. View of zone “A” of the manufacturing cell.
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2.1. Labeling of Items

The first stage begins with an import of the video of the PCB manufacturing cell,
preferably in (*.mp4) format, which will be processed through the Roboflow platform
(image tagging platform) to obtain a sequence of images of the frames (a concrete image
within a sequence of moving images) that contains the video. To achieve element tagging,
the number of classes and labels for each identified element in every stage was implemented,
as illustrated in Figure 4. This figure includes annotations of the detected elements that
were incorporated into the dataset. The quantity of labels or classes required for annotation
varies with each stage because it represents the actual objects or elements present in the
physical space. Consequently, the number of classes per element can fluctuate depending
on the specific zone assigned to each stage. For every stage, we utilized 300 images to
train the dataset, as indicated in the top right corner of the image. The dataset consisted of
300 images per stage or zone in the printed circuit board manufacturing cell (900 images
by 3 zones). Upon creation, the dataset is divided into folders (210 images for training,
60 images for validation, and 30 images for testing).

During dataset download, images were automatically sorted into separate folders
with respective configurations (training, validation, and test), ensuring that each image
had dimensions of 640 x 640 pixels and a resolution of 96 dpi. The image segmentation
process will be carried out individually for each image and each element identified in the
manufacturing area. For this purpose, the toolbox on the right side of the image is used
(see Figure 4). We use the “Smart Polygon (S)” tool to automatically outline each selected
element. Each element will be segmented and colored differently to identify it.

E{ ANNOTATE
Video_mp4-27.jpg

o Annotations
AICEE Group: Objects

CLASSES

< 28/ 3893

—
Attributes E_Inspeccion
® E_Limpieza
o

Comments LPKF

® Rack B
° s
Rack_Inicio
History

Rack_NeK

& Robot
Raw Data

66006000

No Tags Applied

+ Add Tag

Figure 4. Segmentation and labeling of elements in the image of the “A” zone. (a) [llustrates the

SHORTCUTS

group of objects labeled with their assigned name. (b) Illustrates the “Smart Polygon (S)” tool to
automatically outline each selected element.

Additionally, manual refinement of each element’s segmentation will be possible
using the polygon tool. This tool allows for the precise shaping of manufacturing cell
elements that require more accurate segmentation to enhance their identification in artificial
intelligence image processing. Each segmented element will be assigned its detected name
in the annotation editor (see Figure 4) and will be saved within a group of objects labeled
with their assigned name. Furthermore, in the left panel within the class session, labels for
each detected element in the image will be added to a list. The number displayed next to
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each label indicates the number of detected elements of the same class or label for a given
object. Finally, the dataset is downloaded as a (*.zip) file and will be used in the second
stage. The dataset contains the labeled images and a configuration file to be used in the
training of the neural network.

The instance segmentation technique is effective for the application because you can
know exactly where the object to be recognized is located and, as a result, can almost
always identify the same object, regardless of the position in which it is located.

2.2. Neural Network Training

The second stage begins with the implementation and configuration of parameters
in the YOLOVS8 (You Only Look Once version 8) neural model, which was downloaded
from the official Ultralytics website for inclusion in the neural network training. It offers
essentially two types of image recognition techniques: image segmentation and object
detection. The model introduces new features comparable to the previous models, like
YOLOV5 (You Only Look Once version 5), which had good performance and improved
hyperparameter optimization to set up the neural network, but instead, the YOLOv8 model
introduced new features to the model, which also improves the performance, flexibility,
and efficiency in computer vision Al (artificial intelligence) tasks. The purpose of using this
model implies that individual objects can be precisely and accurately identified in an image
and segmented from the rest of the image to outline or contour the image appropriately to
its shape and then rigorously match the contour of the identified object.

Run instance segmentation with the Ultralytics YOLOv8 model (software specialized
in computer vision) requires training in Python (programming language) to be able to
generate an artificial neuron which executes the predictions in the images of the manufac-
turing cell of PCBs, in order to be able to make inferences about the results that we obtain
through the system of artificial vision that will be collecting the information about the
manufacturing process of the printed circuit boards.

We conducted multiple neural network training sessions with different YOLOv8
models and found that the YOLOv8n-seg [31,32] model produced the best results (see
Table 2). Compared to other pre-trained models used for instance segmentation, YOLOv8n—
seg excelled in identifying the locations and exact shapes of objects in an image.

Table 2. List of pre-trained models YOLOv8x-seg.

SpeedCPU ONNX speedAlﬂﬂ TensorRT

Model Size (Pixels) mAPbox 50:95 mA Pmask 50:95 (ms) (ms) Params (M) FLOPs (B)
YOLOv8n-seg * 640 36.7 30.5 96.10 1.21 3.40 12.6
YOLOv8s-seg 640 44.6 36.8 155.7 147 11.8 42.60
YOLOv8m-seg 640 49.9 40.8 317.0 2.18 27.3 110.2
YOLOVS8l-seg 640 52.3 42.6 572.4 2.79 46.0 220.5
YOLOv8x-seg 640 534 434 712.1 4.02 71.8 344.1

* See: https:/ /docs.ultralytics.com/tasks/segment (accessed on 10 June 2024).

The configuration of the model is implemented using a Python script made from the
Google Colab platform (platform for developing Python code from the web browser) to
which the OpenCV libraries were imported (Artificial Intelligence Library). For image
processing and computer vision of the manufacturing cell, hyperparameters were config-
ured (adjusting weights and network connections), with which the neural network will be
trained in such a way that the training has a high rate of effectiveness.

The parameters considered in the configuration of the YOLOv8n-seg model are
listed below:

Lr0: The initial learning rate for the optimizer.

Adj. Factor: Parameter used to adjust the model.

Total Img: The total number of images used in the dataset.

Imgsz: The size of the images used for training and testing.

Data: The file path to the YAML file that contains dataset information.

G LN
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Batch size: The number of images processed together in one iteration.

Epochs: The number of epochs and complete passes through the entire training dataset.

8.  Optimizer: The optimization algorithm used to minimize the loss function and update
the model parameters.

9.  Conf: The minimum confidence threshold score required for a detection to be consid-

ered valid.

N

These parameters determine how the model learns from the data, optimizing the
accuracy of the item detection system and ensuring efficient and adaptive operation in the
complex manufacturing environment. The goal of this step in training the neural network
is for the application to receive an image via an HTTP request using the Postman API. This
image serves as input for the manufacturing cell element detection system. The system
processes the image and detects objects, providing detailed information about the detected
objects, such as the location of their pixels. It uses a standard resolution of 96 pixels per
inch (DPI) to convert pixel coordinates to centimeters. Each detected object undergoes
processing, ensuring necessary conversions to store coordinates in centimeters. Information
about the detected objects is presented in JSON format, including their coordinates in both
pixels and centimeters, as well as the image dimensions in both units. These results are
displayed on a web interface developed to visualize images from the PCB manufacturing
cell in different zones. This approach enables detailed and accurate analysis of the detected
objects, facilitating control and monitoring of the manufacturing process through the model
trained with the neural network.

2.3. Neural Network Validation

The third stage of validation of the neural network can take a long time due to the
resources of the available computer equipment. The training time for the neural network
model ranges from approximately 4 to 8 min, provided a GPU is used to expedite the
process. Otherwise, training the neural network could take anywhere from 4 to 8 h. At the
end of the training, a neuron is automatically generated, which is a file with the extension
(*.pt); generally the file is called best.pt, and it is the one that contains the information of
the characteristics, positions, and names of the elements found in the sequence of images
that were analyzed. Subsequently, the file has to be imported into the script programmed
in Python language to predict an image and identify the elements of the manufacturing
cell. Using an Application Programming Interface, the image is visualized from the Google
Chrome web browser [33]. Neural network validation helps identify whether the network
is processing or generalizing well from the training data or if the neural network is auto-
adjusting. If the network is learning too much about training data and ignoring general
patterns of neural network connections, the hyperparameters of the neural network would
have to be re-adjusted again so that the network predictions improve and the data are well
generalized to obtain a better neural network model.

2.4. Neural Network Testing

In the fourth and final stage, we obtain the results of the prediction of the image that
was made in the previous stage validation of the neural network to verify that the elements
of the image have been identified by viewing each element in the image using a box that
encloses the element and adds a label to it with the name of the detected element. These
validation tests will be necessary to be able to refine the neural network in case tuning is
necessary, and that is why one way to validate the correct functioning and behavior of
the neural network is to test it using simulated stages to review different cases where the
neural network may not be able to detect the elements under certain conditions, or where
it can, but the result in the prediction of the image of the elements of the manufacturing
cell is not the best, and then the created model of the neural network must be corrected.
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3. Results

The developed application was tested to identify the elements of the manufacturing
cell, and for this, three tests were carried out with different stages, which we will call stages
“A, B, and C” (see Figure 5), to identify each case in which the results obtained from the
application algorithm are displayed (see Tables 3-5).

Input image Output image

(a) Validation under stage “A”.

Input image Output image

(c) Validation under stage “C”.

Figure 5. Testing the stages “A, B, and C”. For each test, an image of the “A, B, and C” area of the
manufacturing cell was inserted. Each image turned out different due to the dimension and content
displayed of the image selected for each stage.

For the first test, it can be seen that the elements of the stage are enclosed in a box
with a label corresponding to the name of the detected element, and the dimension of the
inserted image was the original, and in it, all the elements that were expected to be detected
in the proposed stage “A” were detected (see Figure 5a). The second test was performed
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with an image of stage “B”; the program recognizes the elements and encloses it in a green
outline box with its name as the label. Thus, you can see the test image used for stage “B”
with the detection of the visible elements (see Figure 5b). In the same way, the third test
shows acceptable results in the identification of elements for stage “C” (see Figure 5c).

However, the developed application manages to correctly identify the element, where
it is located with precision and accuracy, displaying it in green outline boxes along with
the name of the detected element. Before deploying the application to a production
environment, tests were carried out in different stages and conditions of manufacturing
zone “A” to simulate the possible results when the application is launched in a production
environment. Therefore, it will be determined if the elements to be located were as expected,
the confidence percentage of the element, and the coordinates at which the element is
located in the manufacturing cell space.

The corresponding tests for each stage were carried out with the Postman application,
which is a tool that serves as a great help for testing applications in development. Testing
the application consisted of inserting a test image and stage type into the Postman request
to test the Application Programming Interfaces, and in such a way, inspect the results
obtained from image processing with the YOLOv8 model that was trained.

When submitting the POST (to add the information of the detected elements of the
image) type request, a JSON (JavaScript Object Notation) [34] is generated from the Postman
[35] terminal with the information found during the prediction of the image of the PCB
manufacturing cell. Consequently, the values that the terminal will display will be the
confidence or probability that the detected element was as expected, the name of the tagged
item, and the coordinates at which the detected item was found.

In Figure 6, you can see the test of stage “A” validated with the Postman tool of the
elements detected in the image.

iT®  http://localhost:8080/detect & save
POST J http://localhost:8080/detect Send v
Params Authorization Headers (8) Body e Pre-request Script Tests Settings Cookies

none @ form-data x-www-form-urlencoded raw binary

Key Value oo Bulk Edit
image_file mg_prueba.jpg X
scenario A
Body Cookies Headers Test Results T Save Response v
Pretty Raw Preview Visualize JSON = mQ

Figure 6. A stage POST request.

Also, we can observe the elements that were detected that are named after the attribute
of the tag. However, we have a confidence probability of no less than 94% that the elements
detected are as expected. In addition, we have the coordinates of the element detected
in “x” and “y” of the prediction of the image of stage “A”. Below are the values of the
attributes “x1”, “y1”, “x2”, “y2”, “Label”, and “Trust”, where the coordinates in “x1” and

“y1” show the coordinates of the detected element and “x2” and “y2” show the dimension
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of the detected object, which make up the JSON, referring to each element detected in stage
“A” (see Table 3).

Table 3. Results of stage “A”.

x1 yl X2 y2 Label Trust
47 2 283 358 LPKF 1.0
138 369 176 435 Rack_Inicio 0.99
290 344 380 416 E_Limpieza 0.99
248 533 285 603 Rack_B 0.98
148 497 182 544 Rack_NOK 0.97
314 441 431 608 E_Inspeccion 0.97
87 391 238 513 Robot 0.94

Note: column x1 and y1 form the initial coordinate and column x2 and y2 form the final coordinate of the

identified object (label column).

In stage B, as inferred from Table 4, calculating the average confidence of the detected
elements shows a mean of 0.97, similar to stage A.

Table 4. Results of stage “B”.

x1 yl x2 y2 Label Trust
33 178 217 418 Pick_and_place_B 1.0
43 41 384 173 Robot_UR5_B 0.99
192 70 223 87 Rack_NOK_B 0.97
55 70 75 108 Rack_Transfer_B 0.96
380 180 404 219 Rack_Break_B 0.94

Note: column x1 and y1 form the initial coordinate and column x2 and y2 form the final coordinate of the
identified object (label column).

In stage C, the average confidence of the detected elements was 0.98. This indicates
that the results in Table 5 achieved a slightly higher confidence percentage than the two
previous stages.

Table 5. Results of stage “C”.

x1 y1 x2 y2 Label Trust
296 143 330 236 Rack_Finish_C 0.99
332 130 368 225 Rack_Rotation_C 0.99
1 222 278 624 Oven_C 0.99
386 189 403 279 Rack_NOK_C 0.98
198 181 367 427 Robot_UR3_C 0.98

Note: column x1 and y1 form the initial coordinate and column x2 and y2 form the final coordinate of the

identified object (label column).

However, it is very important to highlight that the average continues to exceed the
90% threshold, which is positive, as it represents a strong indicator. Therefore, the neural
network model used in stage C, unlike stages A and B, has been trained on different
images but under the same configuration. This configuration has led to notable accuracy
when making inferences and predictions on test images. The high degree of confidence in
detecting elements in the manufacturing cell ensures highly reliable and precise results. The
application’s performance heavily relies on these accurate results because a high confidence
percentage assures the validity of the outcomes and the effective operation of the computer
vision system over the manufacturing cell elements.

Therefore, we can infer that the development of the application of artificial vision
through neural networks for the detection and classification of elements in a manufacturing
cell of electronic boards of printed circuits for the tests of the stages with the training of the
YOLOvVS8 model of Ultralytics was satisfactory, since the main objective of the test stages
was to obtain a very good inference of the image processing, by obtaining a reduced margin
of error from the detected elements of the manufacturing cell.

To achieve this objective, we implemented the YOLOv8 model in the development
of the artificial vision system and carefully adjusted the necessary hyperparameters to
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establish and deploy the training of the neural network effectively. This allowed us to
create a neuron capable of making fast and accurate predictions in images using the new
computer vision model, which was trained from a general model specifically adapted to
detect elements in the manufacturing environment. In addition, we conduct validation
tests in various simulated stages to ensure the efficiency and accuracy of image processing
in manufacturing cells.

A neural network-based element detection system optimizes the printed circuit board
(PCB) fabrication process in a manufacturing cell (see Figure 7). Specialized models trained
for each zone demonstrated the following: the models correctly identified the elements
present in each zone, with high confidence percentages; the exact coordinates of each
detected element were obtained, allowing its precise location in the manufacturing cell;
the dimensions of the detected elements were accurately measured, ensuring an accurate
representation of the components.

/| § T j
14

PR

Figure 7. A real printed circuit board manufacturing cell.

4. Discussion

We aim for our case study to be implemented in any type of manufacturing cell that re-
quires flexibility or adaptation due to modifications among the elements of a manufacturing
cell, whether in position, orientation, presence, absence, or the addition of unrecognized ele-
ments. The system will allow for the early identification of these changes and automatically
adjusts the manufacturing process, avoiding failures, unnecessary movements, or actions
caused by the mentioned modifications. This approach results in significant energy and
time savings by omitting preprogrammed actions that are not appropriate and preventing
potential damage to the robots, grippers, PCBs, and other components, which could collide
with other elements due to the initially considered changes in the work environment.

5. Conclusions

Testing in the simulated stages gives us a robust assessment of the feasibility and
affordability of the model trained for image processing. By providing us with the probability
of confidence of the developed algorithm, we can safely infer that the model is suitable for
use, since, when calculating the average of the data in stage “A”, an average confidence of
0.97 is obtained in the effectiveness of the element detection system. This high degree of
confidence in the detection of elements in the manufacturing cell ensures that the results
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are highly reliable and accurate in the effective operation of the computer vision system
relative to the elements of the manufacturing cell.

In stage B, as inferred from Table 3, calculating the average confidence of the detected
elements shows a mean of 0.97, similar to stage A. In stage C, the average confidence
of the detected elements was 0.98. This indicates that the results in Table 4 achieved a
slightly higher confidence percentage than the two previous stages. Overall, combining the
confidence percentages from stages A, B, and C, the model achieved an average confidence
of approximately 0.973, reinforcing the reliability and accuracy of the element detection
system across different stages.

The ultimate goal of these tests in a simulated environment is to optimize the actual
manufacturing cell, reduce cycle times, minimize waste, and ensure product quality. This
not only increases productivity but can also have a positive impact on production costs and
time savings in manufacturing each printed circuit board. Having previously performed
the tests in the simulation environment, we are better prepared to effectively manage and
optimize the process in the future.

In manufacturing cells or industrial environments where there is interaction between
people and industrial elements, variations can occur, such as changes in element positions,
the absence of certain components, or the presence of foreign objects. A system that
constantly monitors these variations and provides feedback to robotic arms to update
or avoid certain movements or actions can improve process times and detect potential
errors in advance. By first performing these actions in simulation to validate their safety,
we can ensure that the robotic arms behave appropriately in real life. Future research
should incorporate this type of detection in a real environment to validate changes in action
execution based on the detected element variations.
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